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ITRI 616 AI Exam

# Introduction

Inventors have long desired to make machines that can think the way that humans do (Kai et al., 2013). Since programmable computers, people wondered if these computers could ever become intelligent (Goodfellow et al., 2016). In the beginning we looked at intelligent software with the intent to solve human problems, such as make medical diagnoses, routine labour automatic, have an understanding of images and speeches, as well as support scientific research (Kelleher, 2019).

We generally use artificial intelligence to solve problems that are difficult for humans, but straight forward for computers (Goodfellow et al., 2016). The real challenge for artificial intelligence is to do what a human find easy, where a computer finds it difficult, for example tasks that we as humans feel happen automatic, such as reading spoken words out loud, or recognizing faces in photos (Goodfellow et al., 2016).

In this paper …

# History of deep learning

Deep learning has improved dramatically in different artificial intelligent (AI) tasks such as machine translation, speech recognition and object detection (Wang & Raj, 2017). But the very nature of the deep architecture, researchers have extended the possibility of solving a variety of modern domains that exceed the norm of basic AI tasks, for example the diagnostics of speech signals, and the use of stacked autoencoders to find clustered patterns in gene expressions (Wang & Raj, 2017).

The beginning

# Deep Learning

According to Kelleher (2019) deep learning is a subfield of artificial intelligence that focuses on making big neural network models that are able to make data-driven decisions accurately. Deep learning is most useful when the data is complex and where the dataset is large (Kelleher, 2019).

Deep learning takes out some of the data pre-processing that is normally involved with machine learning (Education, 2020). The algorithms used can process and ingest data that is unstructured, images and test for example, and removes human expert dependency by automating feature extraction (Education, 2020). A good example of his is having a set of photos and you want to categorize the photos by “dog” or “cat”. A deep learning algorithm can determine the characteristics of each animal and be able to distinguish between them.

# How deep learning works

Deep learning neural networks attempt to mimic the human brain with a combination of weights, inputs, and bias (Kai et al., 2013). With the use of these elements they can work together to describe, recognize and classify objects in a certain dataset with great accuracy (Education, 2020).

Using multiple layers of interconnected nodes, deep neural networks can build upon previous layers to optimize and refine categorization or prediction (Goodfellow et al., 2016). Forward propagation is the progression of computations that is used throughout the network, where the visible layers are the input and output of the layers in a deep neural network (Education, 2020). At the input layer the deep learning model ingests data used for processing, whereas the output layer is where the final classification or prediction is made (Education, 2020).

Backpropagation is a process that uses algorithms to calculate errors in a prediction, it then adjusts the biases and weights of that function, in the effort to train that model by moving backwards through the neural network layers. Using backpropagation and forward propagation, neural networks can correct for any errors to provide a more accurate prediction over time (Education, 2020).

This is deep neural networks in the simplest terms, deep learning can become incredibly complex, as well as have more than one type of neural network, it depends on the problem that needs to be solved.

# Deep reinforcement learning

# Example of deep reinforcement learning

## OpenAI

According to Berner et al. (2019) OpenAI Five became the first AI system that could defeated the world champions in a standard ranked game of Dota 2 on April 13th 2019. Dota 2 represents numerical challenges for AI systems, imperfect information, long time horizons and continuous state-action spaces to name a few.

OpenAI Five used existing reinforcement learning techniques, learning at a batch of approximately 2 million frames every 2 seconds. The OpenAI Five team developed tools and a distributed training system, that allowed the OpenAI Five to train continuously for 10 months. The objective of this AI was to beat the Dota 2 world chapions, Team OG, to demonstrate that self-play reinforcement learning can perform at a superhuman level to achieve a difficult task.

The lifelong goal of AI is to solve real-world advanced problems. In 2016, an AI called AlphaGo defeated a world champion Go player using Monte Carlo tree search and deep reinforcement learning (Granter et al., 2017). So deep reinforcement learning does not stop at OpenAI, but DRL models have tackled tasks like text summarization, robotic manipulation, as well as other games such as Minecraft and Starcraft (Kelvin & Schneiders, 2018).

Unlike Go or Chess, complex games capture the continuous nature and complexity of the real world. Dota 2 proved to be the perfect challenge as it is a multiplayer, real-time strategy game that was created by Valve in the mid 2013 (Berner et al., 2019). Dota 2 has an average player base of between 500,000 and 1,000,000, as well as having full time professionals. The 2019 international championship prize pool of just over $35 million (Berner et al., 2019), which proved to be the largest prize pool in the world, at that time.

One of the most important parts of solving the complexity of the environment is to scale existing reinforcement learning systems to extraordinary levels that the system was not use to (Berner et al., 2019). One of the biggest challenges for the OpenAI team was the environment that kept on changing in the 10-month training cycle, as Dota 2 had weekly updates. To train the AI without having to restart the training every time the environment changed, the team developed a collection of tool that resumed the training with minimal effect to the performance, they called it surgery (Berner et al., 2019). The team performed a surgery every two weeks in the 10-month training period.

## What is Dota 2?

According to Tachintha (2020) Dota 2 is a multiplayer online battle arena (MOBA), and the abbreviation “Dota” stands for “Defence of the ancients”. The goal of the game is to defend your own “ancient”, which is a large structure in the back of your stronghold.

A single Dota match is played by two teams of five players, each defending their own Ancients and you win by destroying the other teams ancient (PCGamesN, 2021). Each player controls their own individual character called a “hero”, each hero has their own unique playing styles and abilities, and according to Nathan (2021) Dota 2 has 121 heroes to choose from. During the match, players buy or collect “items” and experience points (XP) that help them in defeating the opposing team in combat (Berner et al., 2019). Apart from learning all the abilities of each hero, there are 150 purchasable items and 58 neutral items that can be picked up by a player (Sengupta, 2020).

## Challenges when playing Dota 2

According to (Berner et al., 2019), for the AI system to play Dota 2 it has to overcome various challenges:

**Long-time horizons** – According to ChessGames (2021) an average games has 41.03 moves, whereas Dota 2 runs at 30 frames per second with an average game being 45 minutes. OpenAI Five acts out an action every fourth frame, coming to a total of approximately 20,000 moves every game (Berner et al., 2019).

**Partially observed state** – Each team can only see the portion of the map that their units, buildings or observer wards (item that can be bought to show a small area of the map), the rest of the map is hidden. This requires OpenAI to make inferences based on the opponent’s behaviour and data that is incomplete (Berner et al., 2019).
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